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Abstract

Many alternative processing techniques have recently been proposed in the literature. Most of these techniques rely on specific acqui-
sition protocols as well as on specific data processing techniques, the need for an efficient versatile and expandable NMR processing tool
would be a particularly timely addition to the modern NMR spectroscopy laboratory. The work presented here consists in a modeling of
the various possible NMR data processing approaches. This modeling presents a common working frame for most of the modern acqui-
sition/processing protocols. Two different data modeling approaches are presented, strong modeling and weak modeling, depending
whether the system under study or the measurement is modeled. The emphasis is placed on the weak modeling approach. This modeling
is implemented in a computer program developed in python and called NPK standing (standing for NMR Processing Kernel), organized
in four logical layers (i) mathematical kernel; (ii) elementary actions; (iii) processing phases; (iv) processing strategies. This organisation,
along with default values for most processing parameters allows the use of the program in an unattended manner, producing close to
optimal spectra. Examples are shown for 1D and 2D processing, and liquid and solid NMR spectroscopy. NPK is available from the
site: http://abcis.cbs.cnrs.fr/NPK
� 2007 Elsevier Inc. All rights reserved.
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1. Introduction

In 1966, the introduction of the Fourier transform spec-
troscopy by Ernst and Anderson [1,2], was one of the first
steps in introducing computer processing in the NMR
domain. Since this pioneering work, the introduction of
multidimensional experiments and more recently of opti-
mized acquisition protocols has confirmed the central role
of data processing in high resolution NMR.

With the increase of the sensitivity of the modern spec-
trometers, many new processing techniques intended to
minimize the acquisitions times, have been proposed in
the recent literature. Most of these recently introduced
techniques rely on specific acquisition protocols.
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The following non exhaustive list of alternative process-
ing protocols may be cited: (i) frequency sign determina-
tion (Hypercomplex acquisition [3,4]; echo/anti-echo
modu-lation [5]); (ii) reduced dimensionality (Radial Sam-
pling [6,7], G-Matrix FT [8]; Recursive Multidimensional
Decomposition [9]); (iii) optimized acquisition scheme
(sparse [10–13], reduced [10–12], or non-regular sampling
[14,15]); Hadamard spectroscopy [16,17]; (iv) single scan
acquisition [18,19]; (see Atreya and Szyperski [20] for a
recent review on processing.)

This abundance of approaches places the potential user
in front of a difficult choice indeed, and under the threat of
depending on a particular implementation of this process-
ing protocol, eventually incompatible with its own particu-
lar set-up. There is thus an acute need for an efficient
versatile and expandable NMR processing tool in the mod-
ern NMR spectroscopy lab.

http://abcis.cbs.cnrs.fr/NPK
mailto:ma.delsuc@cbs.cnrs.fr
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Most current NMR processing software [21–24] is based
on a set of procedures which implement the various
required processing. These procedures are usually imple-
mented in a two level approach, with a low-level library
implementing very efficiently the fundamental operations
(mathematical, data management, etc.) and a higher level
set of programs, usually written in some kind of script lan-
guage, implementing the details of the NMR data-
processing.

In this approach, the user has to implement a set of
actions; these actions have to be optimized, and are
described by a set of parameters. The order of the actions
is also very important, and may depend on parameters val-
ues of other actions (e.g. the apodisation and zerofilling
actions are usually different, depending whether a Linear
Prediction FID reconstruction has been performed or not).

We call this approach the cook-book approach. The
main limitation of this approach lies in the fact that each
recipe requires specific ingredients. Each implementation
of a new protocol is dependent on a new set of procedures
which have to be developed.

Additionally, the new processing techniques may share
procedures with more conventional ones, but might require
different set-up (for instance MaxEnt requires that no or
very mild apodisation is used on the FID), and the user
may not be fully aware of this. There is an increased risk
of wrong parameter values or of wrong procedure order.

Finally, each new protocol requires additional informa-
tion either from the spectrometer or from the user (files,
parameters, etc.), in addition to the actual NMR raw-data.
This information may not be readily available in the
required format and a specific format converter must be
developed.

With the wealth of NMR processing protocols available
today, this approach has reached a limit, and we wish to
present here an alternative approach which, we believe,
permits to handle most of the situations.

The work presented here consists in a modeling of the
various possible NMR processing strategies. This modeling
allows to present a common working frame for most of the
modern acquisition/processing protocols, and thus to
avoid the overwhelming number of independent and unre-
lated methods.

Rather than concentrating on the processing details the
modeling presented here separates the processes into a ser-
ies of fundamental phases, which are common to all pro-
cessing techniques. Each phase is then further separated
in fundamental actions. Along with this hierarchical
approach, an implementation of each processing action is
proposed.

This approach departs from the classical one in several
aspects. Firstly, the strict separation of the parameters
from methods allows a more formal description of the pro-
cessing, independent of the details of the actual data-set
being processed.

Secondly, all required parameters are given default val-
ues, eventually depending on the kind of experiment being
processed, and incompatible actions and parameters are
checked. Default actions and default parameters are
defined for a known experiment type, and for each process-
ing phase. As a consequence the user is not required to
write the sequence of procedures which will be applied on
the data-sets, but rather to give to the program the key ele-
ments of the processing to be applied. She/he can then
safely use new methods not yet fully mastered. The process-
ing of a given experiment can even be carried out in a com-
pletely automatic manner.

A higher level of processing abstraction, based on a
detailed modeling of the actions taking place is proposed.
At this abstraction level, the user does not have to bother
on the details of the implementation such as action order,
as this is modeled in the program itself.

Finally, from a program developer point of view, this
modeling provides a strong and extensible framework,
which helps the implementation of the newly developed
method into the general processing line.

2. Theory

2.1. Two approaches to modeling

Processing of an NMR data-set consists in taking the
experimental numeric data from the spectrometer, then in
applying to this data a series of processing phases, and
finally in delivering a result in a form which is manageable
by the spectroscopist.

This final result can take on very different aspects: for
instance, a graphic representation of the frequency spec-
trum of the spin resonances, or a listing of the concentra-
tion of the various compounds present.

Two different kinds of processing techniques can be rec-
ognized depending on what is being modeled: the system
under study or the way the measurement is performed. This
two approaches are called here, respectively, strong model-
ing and weak modeling, they are sometimes referred as sys-
tem modeling and measurement modeling. They are
detailed below.

2.1.1. Strong modeling

In strong modeling, a mathematical model of the system
under study is considered, based on apriori assumptions on
the system itself. This mathematical model is characterized
by a certain number of parameters which are extracted
from the experimental data by the processing process.

The number of parameters is usually much smaller than
the number of experimentally measured values. For
instance, if the studied system is a standard liquid sample
studied by high resolution pulsed NMR, the model of the
NMR phenomenon is a set of resonances with exponen-
tially decaying time response. The parameters of this math-
ematical model are: the actual number of lines present in
the spectrum, as well as the frequency, life-time, amplitude
and phase of each resonance. The result of the processing
thus consists in presenting these values to the user.
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In this approach, the adequacy of the extracted mathe-
matical model to the experimental data is generally com-
puted through a statistical estimator such as a v2. This
approach assumes that (i) an estimate of the experimental
data is computationally available from the parameterized
model, and that (ii) the number of parameters of the model
is smaller than the number of independently acquired data
points.

Processing based on a strong model, is sometime
referred as a parametric adjustment.

The general mathematical description can be given as (i)
an analytical (or algorithmic) form of the system model, (ii)
a statistical test on the solution, in the data space, (iii) a
minimizer engine permitting to optimize the statistical test.

Processing techniques such as Linear Prediction, Bayes-
ian analysis or GFT analysis are examples of strong
modeling.

2.1.2. Weak modeling

On the other hand, in weak modeling, no mathematical
model of the system is assumed nor extracted from the
data, but an image of the physical characteristics is built
and presented graphically, and only very weak assumptions
on the system under study itself are made.

For instance, for the same standard high resolution
NMR study as above, the result of the processing presented
to the user is an image of the resonance frequency spec-
trum. The mathematical model of the system in this case
is minimum, and is mostly associated with the acquisition
process (causality, finite spectral-width, finite power, etc.)
with eventually general assumptions such as the positivity
of the spectrum.

This approach assumes that (i) an estimate of the exper-
iment can be computed from the image by numerically
applying what is called the transfer function, and that (ii)
the inverse of the transfer function can be estimated, either
directly of iteratively.

Processing based on an acquisition model, is sometime
referred as a transform.

The general mathematical description can be given as (i)
an analytical (or algorithmic) form of the transfer function,
(ii) a statistical test on the solution in data space (iii) a sta-
tistical test on the solution in spectrum space, (iv) a mini-
mizer engine permitting to optimize the statistical test.
Point ii is generally implemented with a v2 statistic. Point
iii is needed here to determine a unique solution to the
otherwise under-determined problem, it is usually called a
regularizer. Examples of regularizers are: minimum energy;
minimum curvature; maximum entropy, Tikhonov
regularizer.

Processing techniques such Fourier transform, projec-
tion reconstruction or MaxEnt processing are examples
of weak modeling.

2.1.3. Comparison of the two approaches
The transform approach produces an image of the sys-

tem under study. This image is produced with few or no
hypotheses on the underlying system, in consequence it
cannot present any direct information on the sample. For
instance, the concentration of a given sample, or the
J-value of a scalar coupling cannot be read directly in the
spectrum, but some additional processing based on a math-
ematical model of the system itself (lineshape and line-
width) will be required. Rather, it presents, in a graphic
manner more readable for the user, all the information
already present in the raw experimental data. As such, it
can be understood as a mere change in the point of view
with essentially no loss or addition of information to the
data. This change in point of view usually introduces more
degrees of freedom (more data points) as a result of a trans-
form processing. These additional points no not contain
additional information, but rather present some kind of
data interpolation, with strong point to point correlation.

On the other hand results from an adjustment approach
provide a clear answer to the problems, usually with a con-
fidence level estimate.

These two aspects (strong modeling vs weak modeling)
are implemented in NPK, however with a strong emphasis
on transform methods and acquisition modeling. The fol-
lowing transforms are implemented: fast Fourier transform
and its inverse, Fourier transform by MaxEnt processing,
Hilbert transform and its inverse, Laplace transform,
inverse Laplace transform by MaxEnt processing and
shearing and tilt transforms based on Hilbert transform.

2.2. Processing data modeling

A complete computer implementation of an NMR pro-
cessing program requires that one fully describes the data
that is to be handled and detail each action that will be
taken on this data. Two independent but related computer
models should thus be used: a data model and an action
model. They share in common the fact that they should
be easily extended, since new acquisition and processing
protocols are frequently proposed in the literature.

In this work, the data model is based on a clear-cut sep-
aration between the parameters which are invariant upon
transformation and parameters which vary from one pro-
cessing method to another. For instance the temperature,
the field of the NMR spectrometer or spin frequency are
considered as invariant parameters. On the other hand,
the binary information containing the result of the repre-
sentation, as well as parameters such as the number of data
points, the phase or the intensity of a peak are considered
as variable.

The data model used here is derived from the compre-
hensive data model proposed by the CCPN work group
[25–27]. However a much simplified version is used, as only
a small part of this model is currently needed. On the other
hand, it had to be extended on the experimental side, for
instance adding models for partial sampling acquisition
protocols.

The processing data model is based on the separation of
the whole process into independent processing phases.
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Owing to the fact that the spectral analysis step (the Fou-
rier transform) is generally central to the whole data pro-
cessing approach, three phases are used: pre-processing,
spectral analysis, and post-processing.

Each phase is further detailed into elementary actions
such as apodisation, phase rotation, Fourier transform,
baseline correction, etc.

The different actions handled are algorithmically imple-
mented in a general manner. Along with the algorithm
itself, all the required parameters are listed, and rules are
given which describe contraints on values (for instance that
the size of the FFT action must be a power of 2) or even-
tual relationships between parameters. For instance the
causal correction should not applied on the spectrum if it
was already corrected at the FID level. Finally, a boolean
parameter is also associated to each action, which tells
whether this action is to be taken in the current phase.

3. Organisation

When implementing a transform operation on an exper-
imental data-set, for example the Fourier transform of a
1D FID, one has to handle different aspects of this opera-
tion. At the lowest level, the Fourier transform algorithm
must be efficiently implemented in the program, with even-
tually various options (complex/real; FFT algorithm/
sweeping algorithm [14]). These algorithms must be effi-
ciently implemented, presumably in low level languages
such as Fortran or C, and are usually available in mathe-
matical libraries.

However this aspect is insufficient to fulfill the require-
ments of the NMR spectroscopist. The Fourier transform
step should take into accounts details such as the sign of
the frequency axis, the correction of the initial time-lag,
or the extraction of the region of interest. While trivial to
implement, these actions must be carefully described. Since
this kind of control requires a detailed description of the
actions to be taken, but does not usually present an impor-
tant computer burden, a high level computer language is a
better choice for these actions.

For this reason, the modeling of the NMR processing,
presented by the NPK program, is built in with a four lay-
ers architecture: mathematical kernel, elementary actions,
processing phases and complete processing strategies.

3.1. Four layers

The general organisation is described in Fig. 1. The low-
est layer consists in a mathematical library, implementing
all the mathematical methods required for the processing.
This includes Fourier transforms, apodisation functions,
Maximum Entropy processing, statistical analysis, as well
as many standard methods.

Above this mathematical kernel, a library of the elemen-
tary actions required for NMR processing is implemented.
A high level language has been chosen to implement these
actions in order to allow a rapid development and an easy
integration in a the laboratory environment. We have cho-
sen to develop this part in python, because of its ease of use
and of the large number of scientific codes already avail-
able. Each action comes with an algorithmic implementa-
tion, and a detailed description of the required
parameters. They are implemented by making intensive
use of the mathematical operations available at the lower
layer. All these elementary actions are expressed in terms
natural to the NMR spectroscopist. For instance, the
methods take care of the implementation of the Fourier
transform of a data-set depending on the acquisition mode
(phase modulation, Hypercomplex [3], TPPI [4], PEP pro-
tocol [5], etc.).

The different elementary actions are then grouped in
processing phases. These phases cover all the actions that
will be taken on the various kind of NMR data. They
are independent from each other and are applied succes-
sively. The phases depend on the type of data to process
(1D, series of 1D, 2D, 3D), but also on the kind of process-
ing to apply (FT spectral-analysis, MaxEnt spectral analy-
sis, Inverse Laplace). As an example, the different phases
defined for the processing of 1D data-set are presented in
Table 1, along with the elementary actions on which they
are built. All possible actions are listed for each phase,
but most are optional, so a flag is stored along with each
action indicating if this action is to be applied or not. Addi-
tionally, it can be seen that certain actions are incompatible
(for instance modulus, phase and autophase). These con-
straints between actions are actually defined within the
phase definition and enforced in the implementation.

The list of all currently defined phases is shown in Table 2.
The phases are built such that each action is independent of
the preceding and following phases. These phases can then
be easily chained to produce a useful processing. The way
the phases are chained depends only on the kind of process-
ing to be executed.

The phases are then chained to realize complete data-set
processing strategies. As a general approach, the analysis
of a spectral axis is performed in three phases: pre-process-
ing, spectral analysis, and post-processing. In the current
implementation, based on the different phases detailed in
Table 2, nine strategies are proposed: 1D Spectral analysis
by Fourier or by MaxEnt; 1D Peak analysis; 2D Spectral
analysis (FT or MaxEnt); Series of 1D; 2D DOSY analysis;
2D Peak Analysis; 3D Spectral Analysis. The details are
presented in Table 3. The separation into phases permits
to easily build these strategies, and to add new ones if
required. Additional strategies are currently being devel-
oped: 3D DOSY; 3D Peak Analysis; 2D Series, Peak track-
ing over experiment series.

As was stated earlier, each action requires a set of
parameters which fully describes the processing to be
applied. Examples of parameters are : size for the Fourier
transform; phase corrections. The set of all the parameters
actually describes the complete processing strategy to be
applied, and is completely independent of the details of
the algorithmic implementation.



Fig. 1. Scheme presenting the overall organisation of NPK.

Table 1
List of 1D actions by phases

Phases for 1D processing Various actions implemented

1D Pre processing Evaluates noise and offset levels on FID
Corrects for constant offset
Corrects non-causality on DSP processed data-sets
Removes solvent signal
Drops first points
Adds empty points on the beginning of the FID
Reconstructs missing points in the beginning of the FID by LP analysis

1D FT analysis Truncates the FID by removing the last points
Extends FID with a Linear Prediction algorithm
Applies apodisation
Performs the Fourier transform
Performs causal correction on the spectrum on DSP processed data-sets
Reverses the spectral axis after FT

1D Post processing Computes modulus
Applies phase correction
Computes automatic phase correction
Applies inverse Hilbert transform
Calibrates the ppm scale
Extracts spectral zone
Applies a baseline correction
Applies a smoothing or median filter
Computes the nth derivative
Evaluates noise level on spectrum

1D Inverse FT Applies apodisation
Performs inverse Fourier transform
Reverses spectral axis after iFT

1D MaxEnt analysis Computes a temporary Fourier transform
Truncates the FID by removing the last points
Applies a preconvolution before analysis
Sets-up for processing data partially sampled in the time domain
Applies deconvolution during analysis
Applies MaxEnt analysis

1D Peak picking Evaluates noise on spectrum
Applies a pre-smoothing of the spectrum, (modification is not stored permanently)
Restricts the peak picking to a certain spectral zone
Peak picks, by detecting local extrema
Sorts peak list to aggregate peaks close from each other

1D Integration Computes integral positions from peaks
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3.2. Default values, and default processing

There are numerous actions already available, and many
more will be implemented in the next version of NPK. If all
parameters are to be given for each action, the set of
parameters defining a given processing cannot be used
when the processing program is extended or modified. So
it is of tremendous importance that each parameter has a
default value which is used if a value is not explicitly pro-
vided. The default values for each parameter have been
carefully chosen to ensure to the extent possible that a
meaningful spectrum is produced from the default



Table 2
List of defined phases

Dimension Kind Phasea

1D Pre processing Pre processing
Spectral analysis FT analysis

MaxEnt spectral analysis
Post processing Post processing

Post MaxEnt processing
Inverse FT
Peak picking
Integration

2D Pre processing t1t2 Pre processing
t1 Pre processing
t2 Pre processing
t1 Pre ILT processing

Spectral analysis F1 FT analysis
F2 FT analysis
F1F2 MaxEnt spectral analysis

Laplace analysis Pre MaxEnt ILT processing
MaxEnt ILT analysis
Post MaxEnt ILT processing

Post processing F1 Post processing
F2 Post processing
F1F2 Post processing
Post MaxEnt processing
F1 Inverse FT
F2 Inverse FT
F1F2 Peak picking
F1F2 Integration

3D Pre processing t1t2t3 Pre processing
Axis processing F1 1D processing

F2 1D processing
F3 1D processing

Plane processing F1F2 2D processing
F2F3 2D processing

Post processing F1F2F3 Post processing

a By convention tx is related to the x axis before processing, and Fx to
the x axis after processing.
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processing. With this set-up, in many cases, it is possible to
generate a useful spectrum without providing any parame-
ter. For instance, the default size to be used for the Fourier
transform step is defined as being twice the smallest power
of two value larger than the actual FID size (unless a LP
extension was computed), thus realizing a nearly optimum
zero-filing operation in most cases.
3.3. The NPK program

The computer modeling presented above has been
implemented in a program call NPK (standing for NMR
Processing Kernel).

The four levels of modeling presented above are
reflected in the code organisation. The mathematical
library is based on a corpus of Fortran codes, and also
include links to readily available libraries such as
LAPACK [28]. A large part of the code present in this
library reuse the development which have been done in
the previous Gifa project [23].

The remainder of the code is exclusively developed in the
python language. Actions and phases are algorithmically
described, and the complete set of default values are auto-
documented in the code and automatically extracted when
required. Finally, the different strategies are implemented
at the user interface level, permitting to apply a complete
processing with a single command.

The whole program is then developed within a Java
framework. This approach permits to easily link the binary
library as well as to implement a complete python 2.1 shell
by using the jython library [29].

The java wrapper program also provides access to a
large number of possibilities, such as the choice of alterna-
tive user interfaces. The default interface consists in the
python interpreter, however thanks to the versatility of
the Java environment, several alternative could easily be
built: WEB interface, graphic interface.

NPK is available from the following site: http://
abcis.cbs.cnrs.fr/NPK

4. Examples of use

4.1. Unattended processing

As stated earlier, a complete separation of the process-
ing algorithms from the processing parameters, and mean-
ingful default values for processing parameters allows
automatic processing of NMR data. As an example, for a
given 1D FID, an optimized apodisation is applied, the
correct Fourier transform is chosen and an automatic
phase correction is computed. The spectrum is then sub-
jected to a baseline correction. Finally, peak picking is
accomplished and integration zones are determined from
the peak list. All these actions being applied with default
values.

Fig. 2 presents several spectra, obtained from the auto-
matic unattended processing available in NPK. This unat-
tended processing is possible because of the strong
modelisation available, and thanks to the meaningful
default values.

However, it is worth mentioning that unattended auto-
matic processing presents some dangers. The obtained
spectra are always the results of some trade-off and of some
choices which are implemented in the strategies and which
might not be correct for the present problem. For this rea-
son, all the actions taken are fully documented in an audit-
trail file, and all the default actions can be either modified
or switched-off.

In any case, the default processing can then be used as a
starting point for an improved processing quality.

4.2. Generic shearing

The hierarchical approach to processing makes very
simple to develop high level functionalities. The generic
shearing tool is presented here as an example. Shearing
requires a frequency shift along the columns of a 2D
spectrum. The value of the shift depends on the position
of the column in the spectrum. As the slope of this

http://abcis.cbs.cnrs.fr/NPK
http://abcis.cbs.cnrs.fr/NPK


Table 3
List of defined statergies

Pre processing Analysis Post processing

1D FT analysis
1D Pre processing 1D FT analysis 1D Post processing

1D MaxEnt spectral analysis
1D Pre processing 1D MaxEnt analysis 1D Post MaxEnt processing

1D Peak analysis
Peak picking Integration

1D series FT analysis
t1t2 Pre processing

F2 1D analysis (any 1D strategy)
F1F2 Post processing

2D FT analysis
t1t2 Pre processing
t2 Pre processing F2 FT analysis F2 Post processing
t1 Pre processing F1 FT analysis F1 Post processing

F1F2 Post processing

2D MaxEnt spectral analysis
t1t2 Pre processinga F1 F2 MaxEnt analysis F1F2 Post MaxEnt processing

2D DOSY analysis
t1t2 Pre processing
t2 Pre Processing F2 FT analysis F2 Post processing
t1 Pre MaxEnt ILT processing a MaxEnt ILT analysis Post MaxEnt ILT analysis

2D Peak analysis
F1F2 Peak picking F1F2 Integration

3D FT analysis
t1t2t3 Pre processing

F2F3 2D analysis (any 2D strategy)
F1 1D analysis (any 1D or partial 2D strategy)

F1F2F3 Post processing

a This phase is actually implemented in several independent phases.
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dependence is not an integer, it is a requisite to be able
to do shifts by a fractional number of spectral points.
This is done in NPK by switching to the time domain
with a causality preserving transform, and by multiplying
the data by a given frequency (realized with the
phase() command). This allows a continuous shifting
with no loss of information as long as the FT/inverse
FT operations conserve the causality. Fig. 3 presents this
shearing implementation. Tilt is realized in NPK in the
same manner, by realizing the frequency shift operation
along the F2 axis instead of the F1 one.
4.3. MaxEnt processing

MaxEnt processing is implemented in NPK, and avail-
able as a tool in several processing strategies. It is rapidly
presented here in the frame of the weak modeling as pre-
sented in the Theory section, more details can be found
elsewhere [30,13]. For a given experimental data-set di

and a transfer function Tf the function Q described below
is defined as the weighted sum of the entropy S and of
the v2.
Q ¼ S� kv2

v2 ¼
XM

i¼1

di � T f ðfjÞ
ri

� �2

S ¼ �
XN

j¼1

pj log pj

where ri is the uncertainty on the ith experimental point

and pj is the normalized image: pj ¼
fjPN

k
fk

.

For a given Lagrange multiplier k, the spectral image
{fj} which maximizes Q is chosen iteratively. Starting
from k = 0 and a flat image, k is progressively raised
until v2 �M. The advantage of this approach is that
the k value and the default spectral level are algorithmi-
cally determined, and the only input from the user is the
data uncertainty which is generally taken equal to the
noise level. In the case of partially sampled data-sets,
the v2 summation only runs on the actually acquired
data points.

The above definition of the entropy implies image posi-
tivity. However positive/negative spectral reconstruction is
possible by using the multi-channel approach [31] (see



Fig. 2. Results from unattended processing of NMR data. (a) 1D data from a Lasalocid sample in CDCl3, acquisition was performed on a Bruker Avance
400 spectrometer, FID is 2048 complex points, the spectral width is 5208.3 Hz. A 1.0 Hz apodisation was applied on the FID; a Fourier transform with
zerofilling to 4096 complex points and an automatic phase correction was applied by minimizing the negative wings of the spectrum; an automatic offset
baseline correction was then applied to the data-set (FT1D command). (b) 2D TOCSY data from the same sample in the same conditions. The dataset is
164 · 1024 hypercomplex points acquisition in States-TPPI protocol. A 20% shifted sine-bell apodisation was applied on the FID; a States-TPPI Fourier
transform with zero filling to 512 · 2048 hypercomplex points and an automatic phase correction was applied by minimizing the negative wings of the
spectrum; an automatic moving-average baseline correction was applied along both axes of the data-set (FT2D command). Note the slight phase error
along the F1 axis.
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a

b

Fig. 3. Presentation of the generic shearing tool. (a) the effect of the shearing on a 27Al 3Q-MAS spectrum of GeAl12. (b) the python code implementing
this shearing operation. The shearing is implemented by an inverse Fourier transform conserving the causality (iftbis()) followed by a complex
multiplication (phase()) equivalent to a continuously defined shift along the spectral axis.
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Fig. 4. MaxEnt processing. (a) 2D 15N–1H HSQC experiment of the wheat ns-LTP liganded with Lyso-myristoyl-phosphatidyl-glycerol [40], acquired at
500 MHz on a Bruker Avance spectrometer equipped with a cryoprobe. FID is 64 · 1024 hypercomplex and acquisition time took 50 min. Regular FT
processing (FT2D command), on 128 · 2048 real points. The row and column displayed are extracted from the 2D at the location of the largest peak:
(d15N = 87.65 ppm–d1H = 8.20 ppm). (b) The same data as in (a) processed by MaxEnt (MaxEnt2D command), (0.0,2.0) Hz preconvolution and a
(2.0,5.0) Hz deconvolution was used. Image is reconstructed on 256 · 512 real points (only this spectral zone was processed, resolution is equivalent to
256 · 2048). Positive/negative multichannel method was used, and both images were added at the end of the processing. Processing took 9 s on a 1.66 GHz
ppc processor, for 11 iterations and a final v2/M = 0.68. (c) plane extracted at d1H = 9.30 ppm from the HNCO experiment on the RPF domain of
RV1009 from M. tuberculosis [41,42] acquired on the same spectrometer as in (a) FID is 64(13C) · 45(15N) ·512 hypercomplex and acquisition time took
13 h. The row and column displayed are extracted from the plane at the location of the largest peak: (d13C = 179.14 ppm–d15N = 122.88 ppm). (d) The
same plane as in (c) partially sampled at 20% with a random sampling following a 10 Hz exponential law on both axes [13] corresponding to a 2.6 h
acquisition time. The plane was processed by MaxEnt, (10.0,10.0) Hz preconvolution and a (10.0,10.0) Hz deconvolution was used. Image is reconstructed
on 128 · 256 real points. Processing took 113 s for 1000 iterations and a final v2/M = 1.02.
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Fig. 4). Transfer functions based on Fourier as well as
Laplace transforms are implemented for 1D and 2D, and
several deconvolution functions are provided. In conse-
quence, 2D and 3D spectra, eventually partially sampled,
as well as DOSY experiments can conveniently be pro-
cessed by the MaxEnt algorithm.



66 D. Tramesel et al. / Journal of Magnetic Resonance 188 (2007) 56–67
The convergence algorithm is based on the Gifa algo-
rithm [30,23,13] and shares the same properties, however
the control logic has been fully rewritten.

5. Conclusion

Processing has been central in FT NMR since the
early days of this spectroscopy. The constant increase
in processing power afforded by the scientific computers,
and the recent development in spectroscopic techniques
have multiplied the use of computer processing in
NMR spectroscopy rendering the need for efficient pro-
cessing more and more acute. We have presented here
a new NMR processing program which attempts to
cover most of the processing situation met in the present
NMR laboratory. The program does not present all the
possible techniques presented so far in the literature,
but allows a rapid implementation of new methods
thanks to a modular organisation, and an easy to use
programming interface.

This program is based on an intensive modeling of the
processing. Within this modeling, regular operations as
well as more sophisticated ones are implemented on a
library of elementary actions.

The list of the actions which are actually implemented
is biased against a weak modeling of the acquisition pro-
cess, rather than the strong modeling of the system under
study. As a consequence, transform operations such as
Fourier, Hilbert, or Laplace transforms are favored in
the underlying mathematical kernel on which NPK is
built.

Thanks to this modeling, new operations not yet imple-
mented, or even not yet described in the literature, can eas-
ily be added with a minimum burden.

The conjunction of comprehensive processing modeling
with the definition of default values for every action per-
mits very simply defined automatic processing. These
default processing approaches, while clearly sub-optimum,
are however sufficiently correct to permit a rapid inspection
of the data. They can also be easily used as a starting point
of a more detailed one.

Such a set-up can be of potential interest for develop-
ing automatic NMR processing pipe-lines which are
required presently in fields as varied as protein structure
[32,33], automatic analysis [34,35], or metabonomics
[36].

Finally it should be pointed out that the purpose of
this work is not to provide the user with a graphic tool
permitting to rapidly interact graphically with the data.
Included with the program is a rudimentary 1D graphic
utility which permits to verify the quality on the data-
set but which cannot, by any mean, be used comfort-
ably on a regular basis. However the date-sets created
by NPK are in a quite standard format and can be read
without modifications by graphic softwares such as
NMRview [37], AURELIA [38], Gifa [23] or NMRnote-
book [39].
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